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How Al used to work
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Natural Language
Processing

Natural language processing (NLP) is a
subfield of linguistics, computer science, and
artificial intelligence concerned with the
interactions between computers and human
language, in particular how to program
computers to process and analyze large
amounts of natural language data. The result is
a computer capable of "understanding” the
contents of documents, including the
contextual nuances of the language within
them. The technology can then accurately
extract information and insights contained in
the documents as well as categorize and
organize the documents themselves.
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a subfield of linguistics, computer
science, and artificial intelligence
concerned with the interactions
between computers and human
language, in particular how to
program computers to process and
analyze large amounts of natural
language data




How robotic learning works now
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model??

» giant un/self-supervised » prompting or » trash sorting
pretrained robot model finetuning model

“robot foundation model”




What do we need to figure out?

» giant un/self-supervised » prompting or » trash sorting
pretrained robot model finetuning model
“robot foundation model” \
/ How different can
the new tasks be

what kind of model from pretraining?
should we use?

What type of
What kind of data? what kind of  representations do
algorithm or  we hope to get?
objective?

How do we adapt
it to new tasks?



How do we build robotic foundation models?







Robotic foundation models for navigation

Embodiment Context

Dataset Platform Speed Amt. Environment
1  GoStanford [26]  TurtleBot2  0.5m/s 14h  office ~ i
2 RECON [32] Jackal Im/s  25h  off-road NNE Rk = Sharea AlistRchon
3 CoryHall [35] RC Car 1.2m/s 2h hallways (MobileNetv2) §
4  Berkeley [33] Jackal 2m/s 4h suburban -
5 SCAND-S [36] Spot 1.5m/s 8h sidewalks
6 SCAND-J [36] Jackal 2m/s 1h sidewalks
7 Seattle [37] Warthog Sm/s lh  off-road e CNN Encoder
8  TartanDrive [38] ATV 10m/s  Sh  off-road o = Mbiichiene)
Ours 60h

RC-Car TurtleBot Jackal
(Hirose et al. 2019) (Shah et al. 2021, 2022)

Warthog ATV
(Karnan et al. 2022) (Shaban et al. 2021) (Triest et al. 2022)

Shah*, Sridhar*, Bhorkar, Hirose, Levine. GNM: A General Navigation Model to Drive Any Robot. 2022.






Scaling it up with Transformers

Observations
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VINT: Visual Navigation Transformer
5 https://general-navigation-models.github.io/ r

) - e = t:;le;l‘t"

weze: @ (] @ N =
|'----- |I:IIII J'.|
© 6‘,9 —— | ) eia
O )
(mEEn - ] LI Tl

PRINCETON
UNIVERSITY

Pre-trained ViINT

c ViNT Foundation Model

Tampere
University

t

Shah, Sridhar, Dashora, Stachowicz, Black, Hirose, Levine. ViNT: A Foundation Model for Visual Navigation. 2023.




Now make it go fast!

/ Stage 1: Offline Learning

Prior Dataset w II EAHic

IQL Training /

N\

4 Stage 2: Online Learning

Encoder
(Frozen)

All'Videos at 1x (Real-Time)

RLPD Training /

10
Stachowicz, Shah, Bhorkar, Kostrikov, Levine. FastRLAP: A System for Learning High-Speed Driving via Deep RL and Autonomous Practicing. 2023.






All Videos at 1x (Real-Time - | =
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All Videos at 1x (Real-Time) | HD Footage (not robot’s camera)
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RT-X: Combining many datasets
manipulation

& 1M Episodes from

311 Scenes ;
34 Research Labs across 21 Institutions ,'

22 Embodiments
v @ S P
527 Skills
=
pour stack route
60 Datasets

1,798 Attributes + 5,228 Objects - 23,486 Spatial Relations

place the black

bowl in the dish rack

Jaco Play

WidowX

Sawyer
(b) # Scenes per Embodiment

(c) # Trajectories per Embodiment

14000, Shapes

12000

10000 Containers Food
8000 Furniture
6000

Appliances
4000

RT-X: https://robotics-transformer-x.github.io/ -
Open X-Embodiment Collaboration

Utensils

for cross-embodiment

Visualizations: https://dibyaghosh.com/rtx viz/

By Dibya Ghosh .


https://robotics-transformer-x.github.io/
https://dibyaghosh.com/rtx_viz/

RT-X: Combining many datasets for cross-embodiment
manipulation

100

~ o~ ‘ =Y .
g ’ RAIL Q"‘ %° CILVR ‘j -[ ] ii- < MA!S vy Multi-robot &
q ’ o . d pidaer Multi-dataset 1 Original Method
80 m 1 " MVP BC-RNN
72 Resnet + MLP
60 68 .
[ 63 | e 65 63 | VINN

40 48 X N — & TACORL, HULC2
41 44
RT-1
=0 24 25
0 — — — — i Bl =RTX
Kitchen Manipulation Cable Routing NYU Door Opening Autolab UR5 Task-Agnostic Play Mean
RT-X: https://robotics-transformer-x.github.io/ 18

Open X-Embodiment Collaboration


https://robotics-transformer-x.github.io/

RT-2: A vision-language-action (VLA) model

Internet-Scale VQA + Robot Action Data Vision-Language-Action Models for Robot Control

Closed-Loop
: : Robot Control
Q: What is happening Q: What should the robot RT 2
in the image? OO0 SNAL1Y < = Large Language Model
A grey donkey walks | 3 % .3
down the street.

Put the straefry
Q: Que puis-je faire avec

VIT cl: é é into the correct bowl
ces objets? V‘
Faire cuire un gateau. ) l
[A e 56] AT=[01,-02, 0]
1132 114128525 156 | —— — 0" 25" -
Q: What should the robot De-Tokenize AR=[10, 25, -7]
do to <task>? Robot Action
5 f
ATranslation = [0.1, -0.2, 0] >
ARotation = [10, 25 -77] Co-Fine-Tune Deploy

RT-2: https://robotics-transformer2.github.io/
Fractal Team
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https://robotics-transformer2.github.io/

RT-2: A vision-language-action (VLA) model

Prompt: Prompt: Prompt: Prompt:
Given <img> Instruction: Given <img> Instruction: Given <img> Instruction: Given <img> Instruction:
Bring me a drink. Move all the objects Pick the object that is Move the green objects
Prediction: together. different from all other together.
Plan: pick 7up can. Prediction: objects Prediction:
put strawberry pick up the bag Action: 1 143 129 123 145 Plan: move green can near Prediction: Plan: move green can near
into the correct about to fall move apple to 114 115 127 green rice chip bag. Plan: pick rxbar green rice chip bag.
Bowl off the table Denver Nuggets Action: 1 128 126 127 135 chocolate. Action: 1 128 Action: 1 130 129 121 131
123 119 127 129 125 131 125 128 127 127 128 127

move redbull can move soccer ball move banana to
to H to basketball Germany

Prompt:

Given <img> I need to
hammer a nail, what
object from the scene
might be useful?
Prediction:

Rocks. Action: 1 129 138
122 132 135 106 127

move coke can to move coke can to move bag to
Taylor Swift X Google
RT-2: https://robotics-transformer2.github.io/ 20

Fractal Team


https://robotics-transformer2.github.io/

RT-2-X: Does cross embodiment training help VLAs?

(a) Absolute Motion (c) Preposition Alters Behavior
move the chip bag to the put apple on cloth /
top / bottom right of the counter move apple n cloth

“move apple between “move apple near cloth”

» move to top right / put orange into the pot /
can & ora nge right / bottom right move orange pot

T S .

=RT-2 =RT-2-X (e

80.00% T Q\., Q.
60.00% T (b) Object-Relative Motion put banana on top of the pan /
move banana near pan
move apple between /
— 20.00% -+ coke and sponge / cup and sponge  g—
“ | loth” =
move apple on clot 20.00% + \
0.00% - Q !_ , ;;,

RT-X: https://robotics-transformer-x.github.io/
Open X-Embodiment Collaboration
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https://robotics-transformer-x.github.io/

Octo: an open-source robotic foundation model

Task Tokens Task Observation Readout  Observation Readout  Observation

eu et on e e (D o -] (C) fa) .\ @ (<:) f) .j @ fm
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D oo
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~ Shcre T
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Language <+ -.- —
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¢ L

Generalist Robot Policy

End-Effector Control
~—

Wrist & 3rd Person
Camera

Octo: https://octo-models.github.io/ 22
Ghosh*, Walke*, Pertsch*, Black*, Mees*, et al.



https://octo-models.github.io/

Octo: an open-source robotic foundation model

zero-shot evaluation Berkeley Insertion Stanford Coffee

Success

Rate A \ ‘;‘ ﬂ .
‘ @ RT-1-X (35M) 1‘ -

1.0 -1 @ Octo (93M) [~~~ -------- oo

RT-2-X (55B
08 (] 658) | —

0.6

04 4------ -

0.2

.
L

WidowX URS \ RT-1 Robot \

CMU Baking Berkeley Bimanual

finetuning
Berkeley Insertion®  Stanford Coffee  CMU Baking  Berkeley Pick-Up’  Berkeley Coke  Berkeley Bimanual?  Average
ResNet+Transformer Scratch 10% 45% 25% 0% 20% 20% 20%
VC-1 [57] 5% 0% 30% 0% 10% 50% 15%
Octo (Ours) 70% 75% 50% 60% 100 % 80% 2%
Octo: https://octo-models.github.io/ 23

Ghosh*, Walke*, Pertsch*, Black*, Mees*, et al.


https://octo-models.github.io/

OpenVLA: an open-source vision-language-action model

OpenVLA

Input Image

“Put eggplant | %
in bowl”

Language Instruction

[ Action De-Tokenizer ]—1
. A

- & & A

3 A6

Llama2 7B AGrip

7D Robot
¢ Je Je Je Je MovNonNanNengan) hetion
I ¢

2 :
Q MLP Projector J [ Llama Tokenizer J

(5,Dinov2 I

1 t

OpenVLA: https://openvla.github.io/ Put Yellow Corn

> “What should the robot do to {task}? A:”

100

90.0
85.0
80 70.6 g
60 50.6
40 38.8 36 3 0.0
26.7 20:0
55 AL 20.0
20 :
» 5 10.0
0.0
0

Average Vlsual Generalization Motlon Generalization Physical Generalization =~ Semantic Generalization Language Grounding

(Unseen backgrounds,
distractors, object

Success Rate (%)
—

(Unseen object positions & (Unseen object sizes & (Unseen objects, instructions, (Ability to manipulate object

specified in language
RT-1-X appearances) orientations) shapes) & concepts from the Internet) prompt)
mm Octo
RT-2-X

mmm OpenVLA (ours)

Stack Blue Cup | | |Put {Red Bottle

Kim*, Pertsch*, Karamcheti*

on Pink Plate 4] [Lift Eggplant [ 8] |Flip Pot Upright i on Pink Cup "4l |Eggplant} into Pot o 24

, etal.


https://openvla.github.io/
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How diverse can the data be?

@ 1M Episodes from 311 Scenes :
. 34 Research Labs across 21 Institutions l'

22 Embodlments

<hiel
527 Skills
S P

" pick green chip bag dq -

g from counter
e ' rﬁ

A

route

pour stack
60 Datasets

i ey |

A.v " 1,798 Attributes -+ 5,228 Objects - 23,486 Spatial Relations

place the black

m bowl in the dish rack

Jaco Play ALOHA
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An “extreme” cross-embodiment recipe

O

Common Action

‘.t Space *j '

g aego+norm ?

Diverse Multi-Embodiment Data A

Yang, Glossop, Bhorkar, Shah, Vuong, Finn, Sadigh, Levine. Extreme Cross-Embodiment Learning for Manipulation and Navigation. 2024.

Single Model Controlling All Robots

27



Why might this work?

MANIPULATION

=l

T = G

‘Navigation View

‘ ,
.t

NAVIGATION

28

Yang, Glossop, Bhorkar, Shah, Vuong, Finn, Sadigh, Levine. Extreme Cross-Embodiment Learning for Manipulation and Navigation. 2024.



Some results

Does navigation help
with manipulation?

mManip. =GNM + Manip. = GNM + Driving + Manip.

100
80 71 S - i
64 0 — 65 D e 05

60 51 | 50

E — = i
40

= ” .

20

+ = il

0 — —
Average Two-Object Grasp Cluttered Grasp Toy Kitchen Shelf Manipulation Novel Cluttered Grasp

29

Yang, Glossop, Bhorkar, Shah, Vuong, Finn, Sadigh, Levine. Extreme Cross-Embodiment Learning for Manipulation and Navigation. 2024.



Some results

Does manipulation help
with navigation?

mGNM =GNM + Driving. =GNM + Manip. =GNM + Driving + Manip.

100 95 95 90 95

81 83 83 83 85
80 74 79 . 70 75 7

60

40

20

Average DJI Tello Clearpath Jackal Locobot

Yang, Glossop, Bhorkar, Shah, Vuong, Finn, Sadigh, Levine. Extreme Cross-Embodiment Learning for Manipulation and Navigation. 2024.

64
47 48
33
==
-

Unitree Go-1

®
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Can we make it even more “extreme”?

LoCoBot ALOHA | " TELLO Drone

'Franka

Doshi, Walke, Mees, Dasari, Levine. Scaling Cross-Embodied Learning: One Policy for Manipulation, Navigation, Locomotion and Aviation. 2024.

31



The CrossFormer architecture

Observation Image Tokenization Observation Tokens

Workspace Image Navigation Image  Wrist Image  Quadruped Proprio Bimanual Proprio Readout Tokens
Current Image Goal Image

o ;;”3;?;;? N N Cross-Embodied Transformer

[Language Encode L _____ o v J L

o I S\ D T LN\ S T L JL JLDJ
FiLM Conditioning _\ ResNet / i : Q
Quadruped Single Arm Navigation Blmanual
C+)+@ C) Action Head Action Head Action Head

ction Head

Basic Corner  Obstacle Avoidance Sharp Turns Pick & Place
Average WidowX Franka ALOHA LoCoBot TELLO

0

(5]

0.

]
o

¥ Yang et. al. B CrossFormer
W Best Prior Method Single-Robot Dataset M CrossFormer

32
Doshi, Walke, Mees, Dasari, Levine. Scaling Cross-Embodied Learning: One Policy for Manipulation, Navigation, Locomotion and Aviation. 2024.



How diverse do the embodiments get?

* Robotic manipulation matches prior robotic
foundation models (e.g., Octo)

e (Can use either third person or wrist-mounted
cameras

High-frequency bimanual
manipulation (50 Hz) matches
dedicated bimanual models

Integrates with topological

graphs for long-horizon Same model performs low-level
navigation (ground robots joint control for a quadruped
& quadcopters)

33

Doshi, Walke, Mees, Dasari, Levine. Scaling Cross-Embodied Learning: One Policy for Manipulation, Navigation, Locomotion and Aviation. 2024.



Summary

Diverse Multi-Embodiment Data
Manip. Data

m —
.m‘;’f/ &

> “What should the robot do to {task}? A:”

zero shot
to new
robots
Vision-Language-Action Model [Action De-Tokenizer ]—— ﬁ few shot to
fﬁ" L new tasks
3
? MUIti‘MOdaI LLM } Q Tur”@Left Cnnr}nue T n;ighl
:\ j (9 j jﬁ‘ ':J ¥/ [;;‘ ‘i |i\‘ _ Stel:OfﬂineLearning
g 4 b i & T 4 4 ;\ { ||=rnJ pretrain for
Q MLP ProjeCtor ] [ tOkenizer J Stage2:OnlineLea:Li::mn‘ Super fa St
@Dln?VZ Sug?LIP I L = .~ onlineRL

utilize for
downstream
P4 instruction
following

34



7U Physical Intelligence

Can we scale up robotic
foundation models to tackle
the breadth of real-world
tasks and robotic platforms?

http://physicalintelligence.company



RAI | - | . - S ebit http://ail.eecs.berkeley.edu
Robotic Al & Learning Lab



http://rail.eecs.berkeley.edu/
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