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Abstract

In this report, we introduce the technical details of our
solution for CVPR 2023 Autonomous Driving Challenge:
OpenLane Topology. For topology relation modeling in
road scenes, it is very challenging to build relations between
lanes and traffic elements in an end2end manner. To address
this issue, we propose a strong baseline and an efficient dy-
namic topology modeling head with dynamic graph corre-
lations to improve the performance of the released base-
line solution, especially for the Icte relations. Finally, we
achieve 0.39 on the test set and win the 5th prize.

1. Introduction

Lane detection and traffic element detection are crucial
for reliable autonomous driving perception systems. In re-
cent years, deep learning has achieved remarkable success
in detecting lane lines [6] and traffic elements [14]. Go
beyond conventional lane line detection as segmentation.
This task requires recognizing lanes as an abstraction of the
scene-centerline, and building the topology between lanes
and traffic elements. Such a topology is to facilitate plan-
ning and routing. However, how to build topology between
lanes and traffic elements in an end2end manner is less ex-
plored.

Toward this, we build a baseline with a multi-view cen-
terline detection method (e.g., STSU [I], mapTR [9],
etc.). Then a traffic element detection head is added with a
DETR-like decoder. As the official baseline solution builds
the topology with multiple MLP layers, the implicit learn-
ing might neglect the characteristics of each image, lead-
ing to negative optimization for topology with explicit co-
occurrences. To solve this problem, we propose a dynamic
graph network for building relations between detected lanes
and traffic elements. As in Fig 1. a), the simple topology
head directly concatenates two embedding of lanes or traf-
fic elements, following 3-layer MLP to learn the relations
in a binary classification manner. However, in this direct
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Figure 1. Motivation of the proposed dynamic relations. a) The
simple topology head directly concatenates two embeddings and
learns the relations. b) The dynamic relation graph head builds
dynamic correlations of two embeddings for a better road structure
understanding.

learning manner, the characteristic of each image are less
taken into consideration. To explicitly construct correla-
tions between lanes and traffic elements, we resort to graph
networks to model this relationship as in Fig 1. b). We pro-
pose an efficient relation head with dynamic relation graph
to model the joint relations between two embeddings with
the learnable correlations matrix.

2. Related Work

DETR-series Approachs. Different from CNNs and
RNN:gs, transformer is recently proposed to extract intrinsic
features with self-attention mechanism [12]. Transformer
has demonstrated its success in natural language process-
ing tasks [13, 4]. As the pioneer work, Vaswani et al. [13]
first propose the vanilla Transformer architecture, which is
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Figure 2. The detailed architecture of our proposed dynamic graph topology head, which consists of two essential modules: the joint
correlation matrix to learn dynamic correlations of two embeddings and the graph neural network to model the joint relationship between

two embeddings with the learnable correlation matrix.

based on self-attention mechanisms for machine translation.
Transformer has not only obtained great breakthrough in
NLP tasks, but also shows huge potential in Computer Vi-
sion (CV) tasks [5, 2, 16, 15, 8]. For example, recently,
Carion et al. [2] design a fully end-to-end object DEtec-
tion TRansformer (DETR), which shows impressive perfor-
mance on object detection. Zhu et al. [16] introduce a de-
formable attention module to solve the defects of DETR,
e.g., poor performance on small objects.

3. Approach

Strong Baseline. We propose a stronger baseline to ob-
tain a more robust representation and better performance.
Firstly, we replace the backbone from resnet50 to swin-base
pre-trained on ImageNet. Then we scale the BEVFormer
encoder layers from 3 to 6 to learn better BEV features.
Moreover, we utilize more centerline queries to locate more
accurate lane predictions. Finally, we train the train set and
val set together for more robust performance.

Dynamic Graph Topology Head. To learn a better rep-
resentation of topology relations in an end2end manner. Es-
pecially to explicitly construct correlations between lanes
and traffic elements, we resort to graph networks to model
this relationship. Graph neural networks propagate mes-
sages between adjacent nodes based on correlation matrix.
We first update embeddings with 3 MLP layers with dropout
and then align two embedded feature dimensions with their
query numbers. As in Fig. 3, we build the joint correla-
tion matrix A® from two embeddings in topology modeling
head, i.e. updated traffic elements embedding V, and up-
dated centerline embedding V; in a learnable manner:

A’=sigmoid(p.(concat(p:(Vi), V), (1)

where ¢ 4 denote the learnable dimension transformation
operation for concat feature and traffic elements embedding
respectively.
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Figure 3. Motivation of the proposed dynamic relations. a) The
simple topology head directly concatenates two embeddings and
learns the relations. b) The dynamic relation graph head builds
dynamic correlations of two embeddings for a better road structure
understanding.

Obtaining graph nodes V = concat(V,, V) and cor-
relation matrix A°, we further model the joint topology
relations between these two embeddings based on corre-
lation matrix using Kipf et al.’s [7] Graph Convolutional
Networks, which can be formulated as:

G =5(A°VWg) +V, )

where G denotes the updated dynamic topology relation
graph, W is the learnable graph weights. §(-) denotes
the LeakyReLU [ | 1] activation function.

3.1. Learning Objective

The traffic elements detection head is supervised by L.,
which decomposed into a classification loss L.;s (Focal
Loss), a regression loss L4, and an IoU loss L;,, (GloU):

Lte = )\clchls + )\regLreg + AiouLiou

where A, Areg, Aiow 18 set to 1.0, 2.5, 1.0 respectively.



The centerline detection head is supervised by L,
which decomposed into a classification loss L.;s (Focal
Loss) and a regression loss L,.c4:

Llc - )\clchls + A7'egLT'eg

where A5, Areg is set to 1.5,0.0075 respectively.
The topology head is supervised by L;,,,, which decom-
posed into a classification loss L.;s (Focal Loss):

Ltopo = )\lcchl(:lc + AlcteLlcte

where both Aj¢jc, A\jcre are set to 10.

4. Experiments
4.1. Datasets and Evaluation Metrics

OpenLane-V2. The OpenLane-V2 dataset is the per-
ception and reasoning benchmark for scene structure in au-
tonomous driving. Given multi-view images covering the
whole panoramic field of view, participants are required to
deliver not only perception results of lanes and traffic ele-
ments but also topology relationships among lanes and be-
tween lanes and traffic elements simultaneously.

Evaluation Metrics. To evaluate performances on dif-
ferent aspects of the task, several metrics are adopted:
DFET; for mAP on directed lane centerlines, DET; for
mAP on traffic elements, TOP;; for mAP on topology
among lane centerlines, 7’0 P;; for mAP on topology be-
tween lane centerlines and traffic elements.

4.2. Implementation Details

We adopt swin-base [10] pre-trained on ImageNet [3]
as our backbone. A deformable DETR encoder is em-
ployed without temporal feature, while a BEVFormer en-
coder without temporal information is adopted to construct
the BEV feature. We adopt the AdamW optimizer and a
consine annealing schedule with an initial learning rate of
2e-4. Our proposed method is trained for 24 epochs with
a batch size of 8 with 8 NVIDIA Tesla A100 GPUs. We
set the BEVFormer encoder layer as 6, the lane query num-
ber as 300, the traffic element query number as 100. The
resolution of input images is 2048 x1550, except for the
front-view image which is in the size of 1550x2048 and is
cropped into 1550 x 1550. Our implementation is based on
the open-source object detection toolbox MMDetection3d.

4.3. Performance Analysis

Ablation Studies. To evaluate the effectiveness of our
proposed strong baseline and dynamic graph topology head,
we reconstruct our model with different ablation factors in
Tab. 1. Compared with the baseline, our proposed strong
baseline could effectively improve all the metrics, espe-
cially for the detection scores due to the stronger feature

Table 1. Ablation study for different components on the test set.
The strong baseline and our proposed dynamic graph head im-
prove the performance significantly compared with the baseline.

Method DET, DET, TOP,; TOP; OLS
baseline_ large(r50)| 0.11 0.64 0.01 0.08 0.28
+swinB+val+1c300| 0.14 0.70 0.02 0.15 0.35

+Dynamic graph | 0.18 0.70 0.04 0.21 0.39

representation. Furthermore, applying the proposed dy-
namic graph topology head could significantly improve the
topology scores due to the better relation learning manner
between embeddings. Specifically, the 7O P;; doubled and
the 'O Py, also improved to 0.21 with a clear margin.

5. Conclusion

In this paper, we propose an effective dynamic graph
topology head for end2end openlane topology modeling
and provide a strong baseline for better performance. Fi-
nally, we achieve 0.39 on the test set and win the 5th prize.
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