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Figure 1: Occ results on the testing set of nuScences Dataset 3D Occupancy prediction track. BBox is 3D detection results.

Abstract

This technical report presents our solution, ”occTrans-
former,” for the 3D occupancy prediction track in the au-
tonomous driving challenge at CVPR 2023. Our method
builds upon the strong baseline, BEVFormer [1], and im-
proves its performance through several simple yet effective
techniques. Firstly, we employed data augmentation to in-
crease the diversity of the training data and improve the
model’s generalization ability. Secondly, we used a strong
image backbone to extract more informative features from
the input data. Thirdly, we incorporated a 3D Unet Head to
better capture the spatial information of the scene. Fourthly,
we added more loss functions to better optimize the model.

* Corresponding author: Xianming Liu (csxm@hit.edu.cn)

Additionally, we used an ensemble approach with the occ
model BevDet [2] and surroundOcc [3] to further improve
the performance. Most importantly, we integrated 3D detec-
tion model StreamPETR [4] to enhance the model’s ability
to detect objects in the scene. Using these methods, our so-
lution achieved 49.23 miou on the 3D occupancy prediction
track in the autonomous driving challenge.

1. Introduction

The nuScenes image-based 3D occupancy prediction
challenge at CVPR 2023, held from May 12th to 12th, 2023,
is the largest and most exciting competition for challeng-
ing perception tasks in autonomous driving. This challenge
was endorsed by Mobileye at CES 2023 and Tesla AI Day
2022, highlighting the importance of advancing perception
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technology for autonomous driving. The objective is to pre-
dict the current occupancy state and semantics of each voxel
grid in the scene, given images from multiple cameras.

To tackle this challenge, our approach involves several
steps to improve the accuracy and robustness of the model.
Firstly, we enhance the baseline model by proposing a new
model called occTransformer. Secondly, we use ensem-
ble methods with multiple occupancy models to further im-
prove the model’s performance. Finally, we experiment
with using a detection model to convert occupancy predic-
tions and improve the model’s mIoU for dynamic objects.
By taking these steps, we aim to create a more effective and
reliable model for 3D occupancy prediction.

2. Methods
3D Occupancy Prediction aims to predict a 3D seman-

tic scene with multi-camera images as input. The oc-
cupancy prediction is represented as dense cubic features
V ∈ RH×W×Z×C , where H,W,Z are the spatial resolu-
tion of the voxel space, C denotes the semantic label of each
voxel.

In this section, we present our solution to the 3D occu-
pancy prediction challenge. We first introduce our data aug-
mentation, followed by a detailed explanation of our mod-
els. Finally, we describe the ensemble strategy we used to
achieve our results.

2.1. data augmentation

Input and Data Augmentation.To encourage the model
to rely on more local features, which can help in train-
ing more robust and resilient models, we apply the cutout
augmentation [5] on the input multi-camera images I =
{I1.I2, ...IN}. Cutout is a widely used image data aug-
mentation that randomly selects certain regions within an
input image and masks them by setting their pixel values to
zero (or some fixed value). And we do not use any other
augmentations in our method.

2.2. Model

We use BEVFormer [1] as our baseline model, and sev-
eral significant improvements were proposed during the
challenge, which are introduced as follow.

2D to 3D. In this study, we aimed to improve the 3D
perception tasks by replacing the baseline’s bev genera-
tion module with different methods, including LSS [6],
FLosp [7], and FLosp Depth [8]. The lifting of 2D to 3D is
a crucial aspect of these tasks. However, our experiments,
as shown in Table 1, revealed that the 2D-3D module pro-
posed by BEVFormer [1] is the most effective method. It is
important to note that all experiments were conducted with-
out camera mask.

Image Backbone. Given a set of surrounding multi-
camera images, the image backbone(e.g. ResNet-101 [9])

extracts multi-scale image features. To obtain more detailed
visual clues, we use Swin-L [10], InternImage-XL [11],
convnextv2-L [12] as image backbone, respectively.

3D Occupancy Head. As shown in Figure 2, after lifting
image feature from 2D to 3D, we can obtain the bev queries
Fbev ∈ RH×W×C , where C is embedding dims of each bev
query. Then a two-layer MLP is utilized to decode 3D voxel
feature F3D ∈ RH×W×Z from bev queries Fbev . Further
more, following MLP, we use 3d UNet to get fine-grained
3D voxel feature. Specifically, 3d Unet module strengthens
the spatial representation by fusing multi-scale voxel fea-
ture. In practice, we set the downscale ration = {2, 4, 8}.
The output of 3d Unet Funet is used as occupancy predictor
input.

Loss. The baseline model uses cross-entropy loss to su-
pervise the occupancy prediction. We find that only us-
ing cross-entropy loss will result in ambiguous occupancy
boundaries. To tackle this problem, we add dice loss [13]
when training. Thus, the overall loss is formulated as:

L = λceLce + λdiceLdice

2.3. Ensemble

In this section, we describe our ensemble strategy. We
found that weighting the probabilities from different models
is more effective than taking the maximum probability or
using a voting approach to combine the predictions from
different models. Therefore, we used a weighted approach
to combine the probabilities from different models.

Pretrain Backbone Ensemble. We first use different
image backbone to train several improved version of BEV-
Former models.

Occ Model Ensemble. In addition to our own ensemble
strategy, we also reproduced other methods for ensembling,
including BEVDet [2], SurroundOcc [3], and VoxFormer
[14].

DET Ensemble. We found that 3D object detection
models sometimes perform better than occ models on dy-
namic classes, so we decided to incorporate the detection
model into our approach. To do this, we used StreamPETR
[4] to generate bbox frames and convert them into 3D bbox
occ results. The process involved setting a threshold for
each class based on the score and selecting high-confidence
boxes. Then, we generated point clouds with a spacing of t
within each box and checked whether each point was inside
the box. After voxelizing the points, we assigned the corre-
sponding semantic label to the voxels inside the box. When
multiple semantic labels were predicted for a voxel, we se-
lected the one with the highest score. Finally, we obtained
the occ result and performed a prob average ensemble with
the previous occ model.
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Figure 2: The occTransformer framework involves the use of the bevformer method. These 2D features are first extracted
and then aggregated into a bird’s eye view (BEV) embedding. A simple decoder is then used to generate 3D voxel features,
which are further enriched using a 3D U-Net head. The final output of the framework is a 3D occupancy prediction.

2d to 3d method miou
BevFormer [1] 23.464
Flosp Depth [8] 23.18
Flosp [7] 22.038
Lss [6] 22.773

Table 1: 2d to 3d method w/o camera mask

id Method image backbone mIOU
a Bevformer res101 [9] 40.6
b Bevformer swin-L [10] 42.9
c Bevformer convnextv2-L [12] 44.0
d Bevformer InternImage-XL [11] 43.3
e Bevdet swin-B [10] 43.1
f SurroundOcc InternImage-B [11] 40.7
g VoxFormer res101 [9] 40.7
h ensemble b+c+d - 46.28
i ensemble h+e+f+g - 48.01
j ensemble i+det - 48.91

Table 2: Ensemble results.

cutout unet3d dice loss history frames mIOU
✓ ✓ ✓ ✓ 38.1035
- ✓ ✓ ✓ 37.7701
✓ - ✓ ✓ 37.5975
✓ ✓ - ✓ 34.5992
✓ ✓ ✓ - 37.4897

Table 3: Ablation study of our proposed improvements

3. Experiments
3.1. Dataset and Evaluation

The nuScenes dataset [15] [16] is a large-scale dataset
specifically designed for autonomous driving research and
has been fine-tuned for the 3D occupancy prediction com-
petition. It consists of over 34,000 samples, including

28,130 samples for training, 6,019 samples for validation,
and 6,008 samples for testing. The dataset includes data
from six cameras and has a voxel size of 0.4m. The range
of the dataset is from -40m to 40m in the x and y directions
and from -1m to 5.4m in the z. The volume size is [200,
200, 16]. The dataset contains 18 classes, with classes 0
to 16 defined the same as in the nuScenes-lidarseg dataset.
The label 17 category represents voxels that are not occu-
pied by anything, which is named as free. The ground truth
labels of occupancy are derived from accumulative LiDAR
scans with human annotations.

During training, both [mask lidar] and [mask camera]
masks are optional, and participants are not required to pre-
dict the masks. However, during evaluation, only [mask
camera] is used, and we use the provided camera mask as
default.

3.2. Implementation Details

We use AdamW2 [17] optimizer with cosine annealing
policy. We set learning rate max to 2 × 10−4, with 0.01
weight decay. The model is trained on 8 NVIDIA V100
GPUs with 24 epochs. We use R101-DCN as backbone
during the exploration stage, and finally use Swin-L [10],
ConvNextv2-L [12], InternImage-XL [11] to build stronger
models.

Unless we explicitly indicate, all models used for abla-
tion study, including Table 2 and Table 3, are trained on
training data, tested on validation data. In the final submis-
sion, we first train 24 epochs on training data and finetune
12 epochs on the whole trainval data.

3.3. Ablation Study

Table 3 shows the ablation results of our improvements
on baseline. We find that the dice loss significantly boost
the performance of occupancy.

4. Results
In the 3D occupancy prediction track, we improved the

BEVFormer model and effectively integrated the results of

3



Method m
Io

u

ot
he

rs

ba
rr

ie
r

bi
cy

cl
e

bu
s

ca
r

co
ns

tr
uc

tio
n

ve
hi

cl
e

m
ot

or
cy

cl
e

pe
de

st
ri

an

tr
af

fic
co

ne

tr
ai

le
r

tr
uc

k

dr
iv

ea
bl

e
su

rf
ac

e

ot
he

rfl
at

si
de

w
al

k

te
rr

ai
n

m
an

m
ad

e

ve
ge

ta
tio

n

NVOCC 54.19 28.95 57.98 46.40 52.36 63.07 35.68 48.81 42.98 41.75 60.82 49.56 87.29 58.29 65.93 63.30 64.28 53.76
42dot 52.45 27.80 56.28 42.62 50.27 61.01 35.41 47.97 38.90 40.29 56.66 47.03 86.96 57.48 63.64 62.53 63.00 53.74
UniOcc 51.27 26.94 56.17 39.55 49.40 60.42 35.51 44.77 42.96 38.45 59.33 45.90 83.90 53.53 59.45 56.58 63.82 54.98
occ-heiheihei 49.36 28.43 54.49 39.04 45.45 59.15 32.05 43.46 36.33 40.72 51.67 43.73 84.97 57.03 61.38 56.95 57.95 46.26
occTransformer(Ours) 49.23 26.91 53.57 39.53 47.56 59.54 32.59 44.34 37.36 37.28 54.81 44.70 84.61 55.15 60.34 56.35 57.14 45.04

Table 4: Top five submissions of 3d occupancy prediction track

existing occupancy models. Finally, we utilized a detection
model to improve the mIoU for dynamic objects. The top
five final results are shown in Table 4
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