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Abstract

End-to-end autonomous driving has drawn tremendous
attention recently. Many works focus on using modular
deep neural networks to construct the end-to-end archi-
tecture. However, whether using powerful large language
models (LLM), especially multi-modality Vision Language
Models (VLM) could benefit the end-to-end driving tasks
remain a question. In our work, we demonstrate that com-
bining end-to-end architectural design and knowledgeable
VLMs yield impressive performance on the driving tasks. It
is worth noting that our method only uses a single camera
and is the best camera-only solution across the leaderboard
I, demonstrating the effectiveness of vision-based driving
approach and the potential for end-to-end driving tasks.

1. Introduction & Related Work

Autonomous driving technology has been evolving fast.
Mainstream architecture involves dividing the whole
pipeline into several different functions, such as perception,
localization & mapping, prediction, planning, and control.
This process has been considered to be a decent tradeoff
between performance, safety, and explainability. However,
while driver assist system (L2 to L3) starts to occupy a large
market share, high-level (L4+) autonomous driving still lags
behind from massive production. There are several reasons
behind it:

Complex architecture: The current mainstream solu-
tion has twenty-ish or even more modules. Due to comput-
ing power limitations, the performance ceiling of a single
module is not high; there are too many internal interfaces in
the system, and transmission and optimization are difficult;
local and overall optimization goals sometimes conflict so
the performance improvements is hard to observe.

High cost: R&D/maintenance/manpower costs soar as
the number of modules increases. Repeated reinvention, in-
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effective oraganization and integration problems often oc-
cur. Overall project coordination, iteration and management
are usually difficult.

Poor generalization: The under-performed system usu-
ally incurs so called long-tail problems. If not properly han-
dled, or as time elapses, the overwhelming number of hand-
crafted solutions could result in poor maintainability and
scalability.

Difficult to Commercialize: Current high-level au-
tonomous driving products could only be used in limited
scenarios such as small number of cities/demonstration ar-
eas/highways. The algorithm is generally deeply associated
with software and hardware platforms, and it is also diffi-
cult to be make compatible version with more vehicle mod-
els/platforms/scenarios.

Compared with the traditional architecture, end-to-end
autonomous driving generally has the following advan-
tages:

Simplified Framework: The entire system is encapsu-
lated within a single module, leveraging an end-to-end deep
neural network for high integration level. We could also
share the same framework for both online and offline en-
vironments, enhancing development efficiency and mainte-
nance friendliness.

Cost Efficiency: End-to-end solution achieves a large
amount of cost reduction and efficiency enhancement. It
lowers costs associated with algorithm development, test-
ing, deployment, module iteration, data feedback loops, and
project management. It accelerates product deployment and
customer service effectiveness.

Strong Generalization: End-to-end autonomous driv-
ing combines data-driven and knowledge-driven ap-
proaches for a comprehensive understanding of the world.
It seamlessly tackles long-tail problems, yielding more ro-
bust model outputs and facilitating easier customization of
requirements, thereby enhancing the efficiency of product
iterations.

Production-Friendly: It achieves excellent perfor-
mance on many benchmarks. A single adaptable architec-
ture swiftly accommodates diverse scenarios, vehicle mod-
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els, and platforms, minimizing marginal costs and enabling
advanced autonomous driving technology to become widely
accessible to the society.

There has been many innovative and influential works on
end-to-end autonomous driving. A main line of literature
[4,9, 10, 24] employs modularized deep neural networks to
learn effective intermediate features (sometimes including
detection/tracking/mapping/prediction/scene understanding
sub-tasks) to generate the planning trajectory and/or con-
trol signal at the end. Meanwhile, considerable number of
works [5, 13-15, 17, 19, 20, 22] introduce large language
models (LLMs) into the end-to-end modeling framework
and showcase excellent performance on driving tasks, even
including Q&A problems. Recently, generative modeling
on autonomous driving tasks has also drawn great attention
and yields impressive effects [5, 7, 8, 11, 12, 21, 23, 25]. In
our work, we absorb the aforementioned works and design-
ing an end-to-end multi-modality language model based
solution for autonomous driving. Remarkably, our whole
system only uses the input from a single camera and still
achieves top performance on the leaderboard.

2. Method & Result

Figure 1 shows the architecture of our network. As an
end-to-end model, our network directly receives informa-
tion from raw sensor (camera in our case), indicating “what
we have seen”. It also obtains the ego history information
to understand “what have we done”. The navigation signal
explains “where to go next”. Finally the flexible text prompt
conveys “what to do in this task”. All inputs are followed
by the corresponding encoder, either vision transformer [6],
standard MLP, or text tokenizers, which are used in the de-
coding stage as well. For the LLMs, any open-source mod-
els such as [1, 3, 18] should work, depending on the compu-
tational resources. We use 7B model throughout our exper-
iments. For the output, we generate the required trajectory
output and optional text output, as driving language datasets
such as [16] also provides valuable training data for the net-
work to understand the environment. We train the network
for multiple epochs on the provided nuPlan [2] dataset.

Although the design is simple, it resembles how human
drives vehicle in nature: By using eyes, receiving navigation
and goal information, human can plan the trajectory in next
few seconds and infer why should we execute the trajectory
simultaneously. We believe modeling driving like human is
a promising research track, and may yield fruitful results in
the future.

We validate our model on the CVPR 2024 End-to-End
Driving at Scale Challenge track. We achieve the final score
of 0.8747, and is the best camera-only solution across the
leaderboard. Some visualizations could be seen in Fig-
ure 2. We can see that the model handles driving scenar-
ios very well, such as going straight, left/right turn, wait-

ing traffic light, stop sign, and even corner cases like toll
booth. The good performance and potential strong gener-
alization power suggests that the model does have higher
performance limit and points out promising approach for
autonomous driving production.

Due to time and resource limitation, we did not con-
duct comprehensive ablation studies. However, this in turn
demonstrate that the proposed end-to-end architecture natu-
rally fits the autonomous driving tasks and have huge poten-
tial of achieving even better performance, given more data,
computational resource, and sensory input. We plan to ex-
plore these directions in the future.
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Figure 1. The architecture of our network. Our network receives input from camera, ego history, navigation signal, and text prompt.
Through various encoder and the LLM module, our network generates trajectories and texts.
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Figure 2. Visualization of the results of our method.
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