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Towards Intelligent, Reliable and Generalizable Autonomy % A

R
Data-centric Pipeline Pre-training DriveCore
Data Collection Foundation Model
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Integrated and General AGI
for autonomous driving

How to formulate?
What's the objective goal?
GenAD (our on-going project)

Applications

Autonomous Driving
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https://docs.google.com/file/d/1zoGswRmw1P-8h6jzb5JOMXARYDNDxMld/preview

Foundation Models

NLP (LLM) General CV
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AD System

e Language Interpreter e Vision Abstractor

e Driving Knowledge e Auto-labeling

e Anymore? e Anymore?
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Foundation Models (cont’d)

NLP (LLM) General CV

e Multimodality

e Intelligence
AD System e Generalization
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Insight from Robotics / Embodied Al

Internet-Scale VQA + Robot Action Data Vision-Language-Action Models for Robot Control Closed-Loop
Robot Control

k>7A: ...

y Q: What is happening Q: What should the robot
"3 in the image? do to <task RT.2

3 cocooo X N e Y o Y
A grey donkey walks :
down the street.

Put the strawberry
into the correct bowl

VIiT Soocoaeae

Q: Que puis-je faire avec
ces objets?

[Faire Cuire un géteau.] )

l AT=[0.1,-0.2, 0]
(A 132 114 128525 156 | AR=[10", 25 -7

...r Q: What should the robot De-Tokenize
k do to <task>? Robot Action
5 t |
m ATranslation = [0.1, -0.2, 0] N
- ARotation = [10%, 25° -7°] Co-Fine-Tune Deploy e -
Pick object that is different
e How vision-language models trained on Internet-scale data can e Robotic tasks naturally fits into language at
be incorporated directly into end-to-end robotic control dissecting tasks step by step using language
(prompt).

e Goal:to boost generalization and enable emergent semantic
reasoning o Isit the |ght way to open the Ianguage tool box as

Key ingredient(s): huge amount of data (not public) + OpenfRriveLab

language prompt to dissect tasks



Analogy to General Domains in O\ M3/ 2{e]sJe} s[>

Domain Method Abbreviation Institute / Time Data Scale Public?
GPT-4 &) openal /20233 13T tokens X
General I\Il_tllz/l)
Large LLaMA 2 OMeotq Meta /2023.7 2T tokens
Models Vision ViT-228B 3 Google / 2023.2 4B images X
Vision Language i e Salesforce / : i :
(LLM backend) BLIP-2 2023.1 129M images-text pairs v
DriveAGI (GenAD) -b\ (2)c|)32e g [1);|veLab / 2000 h videos (public) _
P
Industrial Autonomous GAIA-1 W@ ~ Wayve/2023.6 4700 h videos X
nuScenes: 4.5h
La rge \Igveonrwlg jHogel T Tesla/2023.6 Unknown (Large-scale) ) ¢
Models
(Application) PaLM-E Google /2023.3 Unknown (Large-scale) ) ¢
Robotics P
(LLMbackend) ) DeepMind/20237 L5 Imetextpairs/ 13 X

If taken seriously for AD: lots of compute (at least 200 A100s) + Open[RriveLab

massive amount of data (at least 10k hours of diverse, high-quality data)



Trending: Recent Work on World Model

From simulated agents to
real-world driving systems

18.3 20.3 22.6 23.6 23.6

World Models: DreamerV1/2/3:
Training agents inside  Towards general agents with
their dreams scalable world models

o
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Trending: Recent Work on World Model

From simulated agents to
real-world driving systems

RL Agents O
18.3

World Models:
Training agents inside

Position Paper

(by LeCun)
Positioning the
developments of world
models

percept

:
20.3

Dreamer V1/2/3:
Towards general agents with

O O Driving O

22.6 23.6 23.6

I-JEPA: Scaling up world models on large

their dreams scalable world models

f:aptu ring visgal knowledge corpus of realistic driving videos
in self-supervised manner

General World Model: inhouse data
collected around the globe

GAIA-1: 4700 hours of driving videos
collected in London

(a) Control Suite

World model to generate videos of the driving scenario. Then what?
Is it useful for downstream tasks? (To be validated)

Open.@riveLab




Personal Take on Foundation Models into Autonomous Driving

End-to-end
Auto Driving

Pros:

1. Scalability
2. Global optimization
3. Easy-to-embed Infra

For:

— Generalization/Robustness
— Performance
— Feasibility for deployment



Personal Take on Foundation Models into Autonomous Driving
Research @OpenAI

Video generation models as world simulators
Mind-blowing Part

End-to-end
Auto Driving

Pros:

1. Scalability
2. Global optimization
3. Easy-to-embed Infra

For:

— Generalization/Robustness
— Performance

— Feasibility for deployment

Some rumors:
- 0.8M GPUs

- 50B video clips from Microsoft (ref: Youtube has 13B videos)
- This a side project from OpenAl



Personal Take on Foundation Models into Autonomous Driving
Research @OpenAI
Video generation models as world simulators

Mind-blowing Part

End-to-end Towards Intelligent, Reliable and
Auto Driving

Generalizable System

Data-driven Alg-driven Metric-driven
Pros:

& v S - 8 : J e Scaling data in all levels with
1. Scalability ) | self-supervised learning

2. Global optimization

i i ; — Interaction between
Simulating the ph I |d — FEEtee_l
3. Easy-to-embed Infra e oimulating the physical wor

agents and
e Rule of thumbs from env/physical world
foundation models

For:

— Pixel-level not suffice

— Generalization/Robustness * Authentic evaluation metric. octions require latent
— Performance

abstractions. Depends
— Feasibility for deployment

e Guarantee reliability and
on task.

safety.

Some rumors:
- 0.8M GPUs
- 50B video clips from Microsoft (ref: Youtube has 13B videos)
- This a side project from OpenAl
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