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Background: Robotic Manipulation

Visual
Encoder

Policy
Head

image action



Shanghai AI Laboratory  |  上海人工智能实验室

Background

In the field of visuomotor control, a number of approaches find that existing representations 
such as features from models trained on ImageNet, or features from CLIP enable more 
efficient learning for imitation learning and reinforcement learning
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Background

In the field of visuomotor control, a number of approaches find that existing representations 
such as features from models trained on ImageNet, or features from CLIP enable more 
efficient learning for imitation learning and reinforcement learning

However, in-domain robot data is scarce, whereas there is a much more abundant supply of 
human data performing daily tasks (e.g. Ego4D).
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交互导向的机器人视觉
表征预训练

MPI相比于R3M、MVP、Voltron等工作，对下游任务的泛化能力更强
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Introduction | Representation Learning for Robotic Manipulation

R3M : A Universal Visual Representation for Robot Manipulation
CoRL 2022
Project page | Paper | Code
Research team: Stanford University， Meta AI

Contrastive learning
• Constructing positive and negative sample pairs from paired video and text
• Construct sample pairs within a video, where closely spaced frames are more similar than distant ones

https://sites.google.com/view/robot-r3m/
https://arxiv.org/abs/2203.12601
https://github.com/facebookresearch/r3m
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Introduction | Representation Learning for Robotic Manipulation

Real-World Robot Learning with 
Masked Visual Pre-training (MVP)
CoRL 2022 oral
Project page | Paper | Code
Research team: University of 
California, Berkeley

Introducing the MAE-style image 
encoder pre-training into robotic 
manipulation tasks.

https://tetexiao.com/projects/real-mvp
https://proceedings.mlr.press/v205/radosavovic23a/radosavovic23a.pdf
https://github.com/ir413/mvp
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Introduction | Representation Learning for Robotic Manipulation

Language-Driven Representation Learning for Robotics
RSS 2023 Best Paper Award Finalists
Project page | Paper | Code
Research team: Stanford University， Toyota Research Institute

Pre-train the visual encoder using a
blend of standard MAE, Language-
conditioned MAE, and language.
This approach improves pixel-level
detail recognition and high-level
scene comprehension.

https://sites.google.com/view/voltron-robotics
https://arxiv.org/abs/2302.12766
https://github.com/siddk/voltron-robotics
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R3M：Focus on high-level semantic information.

MVP：Focus on low-level pixel cues.

Voltron：By combining multiple pre-training tasks such as Language-
conditioned MAE, vanilla MAE, and Language generation, the model focuses 
on both high-level semantic information and low-level pixel cues.

Motivation: 
Existing pre-training methods lack the interactive-level features required for 
robot manipulation and do not adequately understand interactive dynamics, 
which refers to the patterns of behavior and physical interactions that occur 
between a robot and the environment.

Motivation



基于预测交互过程的视觉表征预训练方法 MPI
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Learning Manipulation by Predicting Interaction (MPI)

Method Comparison

Past

Ours

● (a) R3M: utilize contrastive learning, focus on 
high-level semantics.

● (b) MVP: apply MAE, mine low-level and 
fine-grained cues

● (c) GR-1: sequential video prediction, easy to 
introduce noise or redundant information

● Reflect upon the pre-training objectives 

● Instill interactive dynamics by proposing an 
interaction-oriented prediction paradigm

*Paraphrase for interactive dynamics: the patterns of behavior and 
physical interactions that occur between a robot and the environment

lack explicit interaction modeling

❌

effectively capture the dynamic interactions 
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Learning Manipulation by Predicting Interaction (MPI)

Method Comparison

Past

Ours

● (a) R3M: utilize contrastive learning, focus on 
high-level semantics.

● (b) MVP: apply MAE, mine low-level and 
fine-grained cues

● (c) GR-1: sequential video prediction, easy to 
introduce noise or redundant information

● Reflect upon the pre-training objectives 

● Instill interactive dynamics by proposing an 
interaction-oriented prediction paradigm

*Paraphrase for interactive dynamics: the patterns of behavior and 
physical interactions that occur between a robot and the environment

lack explicit interaction modeling

❌

effectively capture the dynamic interactions 

● arXiv: https://arxiv.org/abs/2406.00439
● Project page: https://opendrivelab.com/MPI/
● code: https://github.com/OpenDriveLab/MPI

https://arxiv.org/abs/2406.00439
https://opendrivelab.com/MPI/
https://github.com/OpenDriveLab/MPI
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MPI | Pipeline and Framework

Pipeline
“where to interact” “how to interact”

Two Training Objectives
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MPI | Dataset

Ego4D
Hand-and-Object subset

Keyframes
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MPI | Network
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MPI | Network
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MPI | Network
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MPI | Pipeline
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MPI | Pipeline
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MPI | Pipeline
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MPI | Experiments

Performance Comparison

5 complex kitchen environment 10 clean background

Real-robot Experiment Setting
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MPI - Testament on Real Robots 真机效果

Demos in kitchen environment
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MPI - Testament on Real Robots 真机效果

Demos in clean background
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MPI - Generalization
Validation on generalization

Object
Variation

Daisies → Roses

White plastic pot 
→  Wooden pot

Background
Distraction

Generalization Validation 
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Failure Analysis
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MPI | Experiments

Visuomotor Control in Simulation Referring Expression Grounding 

The experimental results reveal 
that MPI yields state-of-the-art
performance on a broad 
spectrum of downstream tasks.

🏆
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Conclusion and Limitation

Limitation:

Our framework by far utilizes explicit annotations i.e. keyframes, languages, and bounding boxes for 
interaction object) provided in the Ego4D-HoI dataset. This could limit the applicability of our methods to 
broader datasets.



What’s Next?
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Embodied Multimodal Language Model

•Vision-language models trained on Internet-scale data can be incorporated 
directly into end-to-end robotic control

•Goal: to boost generalization and enable emergent semantic reasoning

•Robotic tasks naturally fits into language at dissecting tasks step by step 
using language (prompt).

•Is it the right way to open the language tool box in Robotics?

PaLM-E RT-2

EmbodiedGPT RoboFlamingo
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Visual Pre-training for Multimodal Model
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Visual Pre-training for MultiModal Model

Existing Vision-Language Models
struggle to capture such fine-
grained visual information.

Visual pre-training can equip a
visual encoder with enhanced
sensitivity to fine-grained
information within interactive
environments.
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Foundation model for long-horizon tasks

• Introducing Vision-Language Models and Diffusion models can significantly enhance 
generalization capabilities.

Objective: Strengthen the spatiotemporal perception and causal reasoning capabilities of embodied agents

- Unable to handle tasks with large temporal spans and high complexity.
- Lacks self-evaluation and self-correction capabilities.

photo credit from “Hybrid 
hierarchical learning for 
solving complex sequential 
tasks using the robotic 
manipulation network 
ROMAN”, Nature Machine 
Intelligence, 2023
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