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Background

In the field of visuomotor control, a number of approaches find that existing representations
such as features from models trained on ImageNet, or features from CLIP enable more
efficient learning for imitation learning and reinforcement learning
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Background

In the field of visuomotor control, a number of approaches find that existing representations
such as features from models trained on ImageNet, or features from CLIP enable more
efficient learning for imitation learning and reinforcement learning

Pretrained

visual encoder

—

Policy
head

However, in-domain robot data is scarce, whereas there is a much more abundant supply of
human data performing daily tasks (e.g. Ego4D).

Human Data
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Representation Learning for Robotic Manipulation
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Representation Learning for Robotic Manipulation
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Introduction | Representation Learning for Robotic Manipulation

R3M : A Universal Visual Representation for Robot Manipulation
CoRL 2022

Project page | Paper | Code

Research team: Stanford University, Meta Al

“stirs the snacks in a
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within her left hand”
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wood from the ;’
workbench with his 4
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Llanguage

Contrastive learning
 Constructing positive and negative sample pairs from paired video and text
» Construct sample pairs within a video, where closely spaced frames are more similar than distant ones
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https://sites.google.com/view/robot-r3m/
https://arxiv.org/abs/2203.12601
https://github.com/facebookresearch/r3m

Introduction | Representation Learning for Robotic Manipulation

Real-World Robot Learning with

Masked Visual Pre-training (MVP)
Eight tasks (scenes, objects) CORL 2022 Oral

" ' Project page | Paper | Code

Research team: University of

California, Berkeley

In-the-Wild Data Masked Autoencoder Real-World Robotic Tasks

Over 4.5 million images (a) Masking (b) Autoencoder Two robots (xArm, Allegro hand)
Five diverse data sources
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Introducing the MAE-style image
encoder pre-training into robotic
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https://tetexiao.com/projects/real-mvp
https://proceedings.mlr.press/v205/radosavovic23a/radosavovic23a.pdf
https://github.com/ir413/mvp

Introduction | Representation Learning for Robotic Manipulation

Language-Driven Representation Learning for Robotics

RSS 2023 Best Paper Award Finalists

Project page | Paper | Code

Research team: Stanford University, Toyota Research Institute

Pretraining Downstream Adaptation

Masked Reconstruction

a sets balance of )
language conditioning & .IIOIr.ﬂ:
language generation Language Velocities
Bernoulli(@) ~ {0 condition Generation seR’
=0 1 generate peels the carrot
$ ¢ 4 .
A =1 - Segmentation Policy
: t1 I o tttet Upsample V Pool
<MASK>

tre?

peels the
carrot..
Language i
Conditioning h‘
Grasp Affordance Imitation
o, Ok Prediction Learning

E(Q) - Ereconstmct(‘g) = Egenerate(e)
MSE (Umaskeds Ro (Eo (Vvisible, €))) ifz=0
= MSE(vmaSked) Ry (Eg (Uvisib]e, <NULL>))) if 2 =71
+ NLL(C, Gy (Eg (vvisiblea <NULL>)))

and z ~ Bernoulli(«)

Pre-train the visual encoder using a
blend of standard MAE, Language-
conditioned MAE, and language.
This approach improves pixel-level
detail recognition and high-level
scene comprehension.
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https://sites.google.com/view/voltron-robotics
https://arxiv.org/abs/2302.12766
https://github.com/siddk/voltron-robotics

Motivation

R3M: Focus on high-level semantic information.
MVP: Focus on low-level pixel cues.

Voltron: By combining multiple pre-training tasks such as Language-
conditioned MAE, vanilla MAE, and Language generation, the model focuses
on both high-level semantic information and low-level pixel cues.

Motivation:

Existing pre-training methods lack the interactive-level features required for
robot manipulation and do not adequately understand interactive dynamics,
which refers to the patterns of behavior and physical interactions that occur
between a robot and the environment.
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Learning Manipulation by Predicting Interaction (MPI)

Method Comparison

Random Frames

(a) Contrastive !

E i Learning : (@

i I AR R T e

: : (b) Masked ! ——Hy¢

| | 30}; Signal | EERE |

E ! Modeling |  «Remove blender” |
(c) vVideo

Language | “Remove top of | Vid
Desciiption!  the blender” Prediction

__________________

.
=

Where-to-Interact
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lack explicit interaction modeling

Past e (a) R3M: utilize contrastive learning, focus on

e (b) MVP: apply MAE, mine

e (c) GR-1: sequential video prediction, easy to
introduce or

X effectively capture the dynamic interactions

Ours e Reflect upon the pre-training objectives
e Instill interactive dynamics by proposing an

interaction-oriented prediction paradigm

*Paraphrase for interactive dynamics: the patterns of behavior and
physical interactions that occur between a robot and the environment

Open.@riveLab




Learning Manipulation by Predicting Interaction (MPI)

e arXiv: https://arxiv.org/abs/2406.00439
e Project page: https://opendrivelab.com/MPI/
e code: https://github.com/OpenDrivelLab/MPI

Method Comparison

______________________

i Random Frames | |

. . Contrastive | (P g g
i . (@) °fe'::,i',‘:§i A < | lack explicit interaction modeling
| Ll vl i e Past ® (a) R3M: utilize contrastive learning, focus on
i (b) Masked | ==== i
| 30}‘: Signal | pEEN
Modeling : “Remove blender” e (b) MVP: apply MAE, mine
Language ! “Remove top of . pfgmgﬁﬁ - —> - |
Description; - the blender” | Framek ____Framek ! ® (c) GR-1: sequential video prediction, easy to
___________________________________________________________ introduce or

X effectively capture the dynamic interactions

Ours e Reflect upon the pre-training objectives

e Instill interactive dynamics by proposing an
interaction-oriented prediction paradigm

*Paraphrase for interactive dynamics: the patterns of behavior and
physical interactions that occur between a robot and the environment

Where-to-Interact
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https://arxiv.org/abs/2406.00439
https://opendrivelab.com/MPI/
https://github.com/OpenDriveLab/MPI

MPI | Pipeline and Framework

Pipeline

“where to interact”
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MPI | Dataset
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MPI | Network
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MPI | Network
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MPI | Network
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MPI | Pipeline
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MPI | Pipeline

Visual feature (a) Policy model adopted in R3M

— l' —p| MLP |=—» action

D Dri 1 n
(b) Policy model adopted in MVP
Patch -
tokens
Cls (—
token J
[? —p| MLP |=> action

proprioception
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MPI | Pipeline

(c) Policy model adopted in Voltron
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xR Patch
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MPI | Experiments

Real-robot Experiment Setting

10 clean background

5 complex kitchen environment

Take spatula off the shelf Lift up the lid

Put the orange into backset Pick up bread Close laptop Scan code

- —_—

Put croissant on the plate

Stack block Water roses Pick up ice cream

Put pepper on the plat
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Performance Comparison
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MPI - Testament on Real Robots  E#l&R

Demos in kitchen environment
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MPI - Testament on Real Robots E#lZR

Demos in clean background
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MPI - Generalization

] Validation on generalization
Generalization Validation Object
Variation
Robustness to Visual (b) BG. Distraction White plastic pot
Distractions = — Wooden pot

Background
Distraction

Daisies = Roses

(c) Obj. Variation
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Failure Analysis

Total Trials
100

Shanghai Al Laboratory | 8 ATEgES

Localization Failures
17

Localization Success

Occlusion
10

Wrong Localization
7

Grasping Failures
9

Grasping Success
74

Object occluded by end-effector
8

End-effector occluded by shelf
2

Move out of camera range
3

Incorrect execution space
L <

Improper Grasping Position
7

Grasping not executed
—e

Manipulation Failures
u 4

Manipulation Success
70
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MPI | Experiments

Visuomotor Control in Simulation Referring Expression Grounding

Referring Expression Grounding

The Stapler in front and
on the top-left of the

food bag.
R3M [36] | R 85.27 7179 42.66 The experimental results reveal
MVP [40] R 93.07 85.32 60.37
Volon [24] | RTH | 9293 8470 5761 that MPI yields state-of-the-art
‘ MPI (Ours)* | R® %@ 92.10 :
left door MPI (Ours) R196x384 96.04 %g @ performance on a broad %b

spectrum of downstream tasks.

TABLE II: Results of single-task visuomotor control on Franka Kitchen. We report the success rate (%) over 50 randomly
sampled trajectories. We bold the best result for models with similar parameters and underline the second. “INSUP.” represents
classification-based supervised learning on ImageNet. MPI consistently exhibits superior performance across multiple tasks. TABLE III: Results of single-task visuomotor control on Meta-World simulation environment. We report the success
rate (%) over 50 randomly sampled trajectories. The best results are bolded and the second highest are underlined. MPI

Method | Backbone  Param. | Turn knob  Open door  Flip switch ~ Open microwave  Slide door | Average showcases exemplary performance across three tasks, exhibiting a superior average success rate in comparison to prior methods.
INSUP. [21] | ResNet50 25.6M 28.0 18.0 50.0 26.7 75.7 39.7 -

CLIP [39] ResNet50  25.6M 26.3 13.0 417 24.7 86.3 38.4 Method | Backbone Param. | Assemble Pick & Place Press Button ~Open Drawer ~Hammer | Average

R3M [36] ResNet50  25.6M 533 50.7 86.3 593 97.7 69.5 R3M [36] ResNet50  25.6M 94.0 60.3 66.3 100 93.7 82.9

Voltron [24] | ViT-Small  22M 71.7 45.3 95.3 40.3 99.7 70.5 MVP [40] ViT-Base  86M 827 82.0 62.7 100 95.7 84.6

MPI (Ours) | ViT-Small 22M 83.3 50.3 89.0 59.7 100.0 (76.5) Voltron [24] | ViT-Small ~ 22M 723 57.3 30.7 100 83.0 68.7

MVP [40] ViT-Base 86M 79.0 48.0 90.7 41.0 100.0 71.7 MPI (Ours) | ViT-Small 2M | 690 64.0 98.7 100 96.0 |( 85.7 )
Voltron [24] | ViT-Base 86M 76.0 45.3 91.0 41.0 99.3 70.5

MPI (Ours) | ViT-Base 86M 89.0 57.7 93.7 54.0 100.0 78.9

Shanghai Al Laboratory Open I riveLab




Conclusion and Limitation

MPI is an interaction-oriented representation learning method towards robot manipulation:

 Instruct the model towards predicting transition frames and detecting manipulated objects with keyframes.
e Foster better comprehension of "how-to-interact” and “where-to-interact”.

e Acquire more informative representations during pre-training and achieve evident improvement across
downstream tasks.

Limitation:

Our framework by far utilizes explicit annotations i.e. keyframes, languages, and bounding boxes for
interaction object) provided in the Ego4D-Hol dataset. This could limit the applicability of our methods to
broader datasets.
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Embodied Multimodal Language Model

Mobile Manipulation Task and Motion Plannin Internet-Scale VQA + Robot Action Data Vision-Language-Action Models for Robot Control Closed-Loop
P PaLM-E: An Embodied Multimodal | ge Model 9 5 P ) Robot Control
; . ! ) : What is happening Q: What should the robot
Given <emb> ... <img> Q: How to grasp blue block? A: First, grasp yellow block . 2\/;2:;3:;3553’\/ in the image? doto <tasic-?7A: ... RT—2 Large Language Model
? 0 O 5
? ViT - A: First grasp yellow —) cocoa® L X Y=
block and place it on A grey donkey walks . O T ﬂf"
the table, then grasp down the street. | P <
e plueplock ‘- L d
g . n S SR A S M to the correct bowl
Q: Que puis-je faire avec ViT o =
p J WJ N

Human: Bring me the rice chips from the == Tabletop Manipulation ces objets? [P,
drawer. Robot: 1. Go to the drawers, 2. Open

top drawer. | see <img>. 3. Pick the green rice

chip bag from the drawer and place it on the Control A: First, grasp yellow block and ...
counter.

Given <img> Task: Sort

colors into corners. Faire cuire un gateau. )

Step 1. Push the green l

star to the bottom left.
A: 132 114 128 525 156

Step 2. Push the green

Visual Q&A, Captioning ... _ Language Only Tasks N Q: What should the robot De-Tokenize
: . » Describe the circle to the green star. do to <task>? Robot Action
Given <img>. Q: What's in the following <img> Here is a Haiku about <
g <img
image? Answer in emojis. A dog jumping embodied language models: Q: Miami Beach borders which ocean? A: Atlantic. B I )
J5,900U0 8- overa hurdle ata Embodied language Q: What is 372 x 182 A: 6696. ATranslation = [0.1, -0.2, 0] ) g
dog show. models are the future of Language models trained on robot sensor data can ARotation =[10', 25; -7°] Co-Fine-Tune Deploy e . o A
natural language be used to guide a robot’s actions. Pick object HigHISIGINSIENt
-
( <imgs>[Image/8de837d8.mpa] c
; Hou 0 do this task?
hssistant : Plans are
Step 1: grasp the handle of .
Embodied Queries Text Queries g ECZ,_,!?‘;Z’ﬂ“i.‘:“iznﬂ‘iZ’m P°°Img l
. ' 12 . nthutss
& g . aees .. T T 1)
—»  Embodied-Former —» ¥ — LLaMA — = =
Transformer Mapping Embodied Planning LLM LSTM
' .
. ) uman: please give caption | 0 g
Instance information g e s e Vision Encoder Self Attention
JEKtirompe Rtcroutve oven
Questions Video Caption - —_—
GEN . concat e w m--- Cross Attention )
 Examples PR R Resampler Bt
Dialogue Memory What object is the robot |4 P! x 32
g e ) (5 PlicyHood
“A CNNw/global Policy Video Q%A [ ] W § BN | ]
average pooling Mapping V_T -- - o - - - Pooled Feature Token
: ez : Tokenizer : Vi Embedding Token
I = operating? Third View Image Token
1y 8 (] > Vo
o L et e oureree I s B Gripper View Image Token
< button? - Instruction: Pick up the red block
B [aststants vea | and put it into the drawer. I Lang Token
Physical Manipulation Multi-turn Dialogue Frozen

EmbodiedGPT RoboFlamingo

*Vision-language models trained on Internet-scale data can be incorporated <Robotic tasks naturally fits into language at dissecting tasks step by step
directly into end-to-end robotic control using language (prompt).

*Goal: to boost generalization and enable emergent semantic reasoning *Is it the right way to open the language tool box in Robotics?
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Visual Pre-training for Multimodal Model
I

In the provided image sequence, does the robot arm close the laptop? If not,
what action should be performed next?If not, what action should be
performed next?

GPT-4 Poe

Based on the two images you've provided, the robot arm is.in_the process of closing
the laptop, but the laptop is not fully closed yet. From the first image to the second,
the robot arm has moved downward, and the laptop lid is partially lowered.

To complete the action, the robot arm should continue to move the laptop lid in a
controlled and steady manner until the lid is fully closed onto the base of the laptop.
The robot should be programmed to apply gentle force to avoid damaging the
laptop, particularly the screen and the hinges. Once the lid reaches a close to
horizontal position, the robot should reduce the pressure to ensure the laptop closes
softly. If the robot is equipped with sensors, they can be used to ensure the lid is
closed without excessive force, preventing damage to the laptop.

Shanghai Al Laboratory | g A TERESLY Open.@riveLab




Visual Pre-training for MultiModal Model

GPT-4 Poe

I'm sorry, | cannot provide the requested information because the content you're
asking about is not present in the images you have provided. The jimages appear to
be very similar, if not identical, showing the robot arm in a static position near a play
kitchen stove. There is no visible action taking place between these images as they
are. If you have a video or additional images that showa sequence of movements, |
could provide more information on the action taking place.

Shanghai Al Laboratory | 8 A TEgEsCE

Existing Vision-Language Models
struggle to capture such fine-
grained visual information.

Visual pre-training can equip a
visual encoder with enhanced
sensitivity to fine-grained
information within interactive
environments.
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Foundation model for long-horizon tasks

[
KT * Introducing Vision-Language Models and Diffusion models can significantly enhance
generalization capabilities.
SoEn - Unable to handle tasks with large temporal spans and high complexity.
[a)R& - Lacks self-evaluation and self-correction capabilities.

photo credit from “Hybrid
hierarchical learning for
solving complex sequential
tasks using the robotic
manipulation network
ROMAN”, Nature Machine
Intelligence, 2023
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