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Autunomous Driving Datasets
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KITTI

NuScenes KITTI-360

Waymo

Open-Loop Evaluation
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Real-World Evaluation: Closed-Loop 







Towards Autonomous Driving Simulator

Liao, Xie, Geiger: KITTI-360: A Novel Dataset and Benchmarks for Semantic Scene Understanding in 2D and 3D. TPAMI, 2022 6
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KITTI-360
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Controllability

CARLA

Driving Videos

Reconstruction:
control over viewpoints

control over dynamic objects

image fidelity 

no ground truth 3D annotations

HUGS

Fidelity

NSG, MARS, …

Cost



HUGS: Holistic Urban Scene Understanding via 3D Gaussian Splatting

➤ Input: Posed RGB images, noisy 2D & 3D predictions

➤ Remove the dependency of 3D GT bboxes of static and dynamic objects

➤ Enable hostistic scene understanding with fast rendering at ~100FPS

Zhou, Shao, Xu, Bai, Qiu, Liu, Wang, Geiger, Liao. HUGS: Holistic Urban 3D Scene Understanding via Gaussian Splatting. CVPR 2024 9



HUGS: Method Overview

➤ Extend 3DGS to model camera exposure, semantics, optical flow 

➤ Decomposing scenes into static regions and multiple rigidly moving objects

➤ Add physical constraints to dynamic object pose optimization via unicycle model

Zhou, Shao, Xu, Bai, Qiu, Liu, Wang, Geiger, Liao. HUGS: Holistic Urban 3D Scene Understanding via Gaussian Splatting. CVPR 2024 10



➤ Optimize 3D bboxes independently w/o unicycle model leads to artifacts 

Holistic Understanding: 3D Trajectory

11Zhou, Shao, Xu, Bai, Qiu, Liu, Wang, Geiger, Liao. HUGS: Holistic Urban 3D Scene Understanding via Gaussian Splatting. CVPR 2024



Holistic Understanding: 3D Semantic Reconstruction

➤ Incorporating semantic improves geometry when applying softmax in 3D

Zhou, Shao, Xu, Bai, Qiu, Liu, Wang, Geiger, Liao. HUGS: Holistic Urban 3D Scene Understanding via Gaussian Splatting. CVPR 2024 12



➤ Allow for rendering high-quality 2D semantic labels

Holistic Understanding: 2D Semantic Reconstruction

13Zhou, Shao, Xu, Bai, Qiu, Liu, Wang, Geiger, Liao. HUGS: Holistic Urban 3D Scene Understanding via Gaussian Splatting. CVPR 2024



Holistic Understanding: Optical Flow

➤ Flow supervision further improves geometry, despite not enhancing appearance

14Zhou, Shao, Xu, Bai, Qiu, Liu, Wang, Geiger, Liao. HUGS: Holistic Urban 3D Scene Understanding via Gaussian Splatting. CVPR 2024



➤ Ranking #1 on KITTI-360 Novel View Synthesis Leaderboard

Viewpoint Extrapolation

15Zhou, Shao, Xu, Bai, Qiu, Liu, Wang, Geiger, Liao. HUGS: Holistic Urban 3D Scene Understanding via Gaussian Splatting. CVPR 2024



Scene Editing

16Zhou, Shao, Xu, Bai, Qiu, Liu, Wang, Geiger, Liao. HUGS: Holistic Urban 3D Scene Understanding via Gaussian Splatting. CVPR 2024



Generalization on Other Datasets

17Zhou, Shao, Xu, Bai, Qiu, Liu, Wang, Geiger, Liao. HUGS: Holistic Urban 3D Scene Understanding via Gaussian Splatting. CVPR 2024

Waymo Waymo
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Controllability

CARLA

Driving Videos

Reconstruction:
control over viewpoints

control over dynamic objects
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Cost

EDUS



EDUS: Efficient Depth-Guided Urban View Synthesis
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➤ Input: Posed RGB images of static scenes

➤ Enable efficient urban reconstruction in 2 seconds via feed-forward inference

Miao*, Huang*, Bai, Qiu, Liu, Geiger, Liao. Efficient Depth-Guided Urban View Synthesis. 2024



EDUS: Efficient Depth-Guided Urban View Synthesis
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➤ Input: Posed RGB images of static scenes

➤ Enable efficient urban reconstruction in 2 seconds via feed-forward inference

➤ Per-scene finetuning converges in 5 minutes
Miao*, Huang*, Bai, Qiu, Liu, Geiger, Liao. Efficient Depth-Guided Urban View Synthesis. 2024



EDUS: Key Idea

➤ Key idea: Use depth priors for generalizable urban scene reconstruction

➤ Existing generalizable NeRF approaches learn local volume

➤ Learning in global volume, avoid overfitting to specific camera settings

Miao*, Huang*, Bai, Qiu, Liu, Geiger, Liao. Efficient Depth-Guided Urban View Synthesis. 2024 21



Comparison with Generalizable Methods

➤ Applicable to various sparsity levels 

➤ Generalizes well to Waymo when trained on KITTI-360

Miao*, Huang*, Bai, Qiu, Liu, Geiger, Liao. Efficient Depth-Guided Urban View Synthesis. 2024 22
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➤ Zero-shot generalization on Waymo using model trained on KITTI-360

Zero-Shot Generalization

Miao*, Huang*, Bai, Qiu, Liu, Geiger, Liao. Efficient Depth-Guided Urban View Synthesis. 2024 25
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Controllability
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GIRAFFE DiscoScene

Scene-Level 3D Generative Model

Xu, Chai, Shi, et al.: DiscoScene: Spatially Disentangled Generative Radiance Field for Controllable 3D-aware Scene Synthesis, CVPR 2023 28

  Compositional modeling, canonical space for foreground objects based on 3D Bbox

Static background, lack of control over background regions

Niemeyer, Geiger: GIRAFFE Representing Scenes as Compositional Generative Neural Feature Fields. CVPR 2021



UrbanGIRAFFE

➤ Goal: Compositional and controllable synthesis of foreground and background

➤ Key Idea: introduce panoptic prior for coarse geometry and semantic guidance

Yang, Yang, Guo, Xiong, Wang, Liao: UrbanGIRAFFE: Representing Urban Scenes as Compositional Generative Neural Feature Fields. ICCV 2023 29



UrbanGIRAFFE

➤ Panoptic Prior: Semantic volume V and object layouts O

➤ Semantic voxel-conditioned stuff generator, object generator, sky generator

Yang, Yang, Guo, Xiong, Wang, Liao: UrbanGIRAFFE: Representing Urban Scenes as Compositional Generative Neural Feature Fields. ICCV 2023 30



UrbanGIRAFFE

➤ Adversarial loss for full image and object patches

➤ Reconstruction loss for stuff regions

Yang, Yang, Guo, Xiong, Wang, Liao: UrbanGIRAFFE: Representing Urban Scenes as Compositional Generative Neural Feature Fields. ICCV 2023 31



UrbanGen

Yang, Yang, Guo, Xiong, Wang, Geiger, Liao: UrbanGen: Urban Generation with Compositional and Controllable Neural Fields, 2024 32



Scene Generation

Yang, Yang, Guo, Xiong, Wang, Geiger, Liao: UrbanGen: Urban Generation with Compositional and Controllable Neural Fields, 2024 33

KITTI-360 Waymo nuScenes



Yang, Yang, Guo, Xiong, Wang, Geiger, Liao: UrbanGen: Urban Generation with Compositional and Controllable Neural Fields, 2024 34

Style Interpolation

KITTI-360 Waymo nuScenes



Object Editing

Yang, Yang, Guo, Xiong, Wang, Geiger, Liao: UrbanGen: Urban Generation with Compositional and Controllable Neural Fields, 2024 35
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Controllability

Image Fidelity

CARLA

Driving Videos

Goal:
high controllability 

high image fidelity

low cost

The journey continues; more to uncover!

Cost

HUGS/EDUS

UrbanCAD

UrbanGen



Towards Reducing Labeling Cost

Yu, Liu, Han, Mao, Zhou, Xiong, Liao, Wang: PanopticRecon: Leverage Open-vocabulary Instance Segmentation for Zero-shot Panoptic Reconstruction. 2024 39

PVLFF [RA-Letter] PanopticRecon (Ours)



Towards Faster Reconstruction

Mao, Yu, Wang, Wang, Xiong, Liao. NGEL-SLAM: Neural Implicit Representation-based Global Consistent Low-Latency SLAM System. ICRA 2024 (Best Robot Vision Paper) 40

NGEL-SLAM (Ours)



Towards Higher Fidelity

SORA: https://openai.com/index/sora 41

https://openai.com/index/sora
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Thank you!

yiyiliao.github.io/


